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(57) ABSTRACT

A surveillance system and method are provided. The sur-
veillance system includes an audio processing device which
extracts an audio feature of an audio signal, and determines
whether an abnormal event has occurred in a monitoring
region, based on the audio feature; a video processing device
which extracts a foreground region from a video signal, and
determines whether an abnormal event has occurred in the
monitoring region, based on motion information of the
foreground region; and a context awareness device which
calculates an audio abnormal probability and a video abnor-
mal probability by respectively accumulating results of
abnormal event occurrence/non-occurrence determinations
performed on audio signals and results of abnormal event
occurrence/non-occurrence determinations performed on
video signals for a certain period of time, and finally
determines whether an abnormal situation has occurred in
the monitoring region, by using respective combined prob-
ability distribution models for a normal situation and the
abnormal situation.
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INDOOR SURVEILLANCE SYSTEM AND
INDOOR SURVEILLANCE METHOD

CROSS-REFERENCE TO RELATED PATENT
APPLICATION

This application claims priority from Korean Patent
Application No. 10-2012-0093894, filed on Aug. 27, 2012,
in the Korean Intellectual Property Office, the disclosure of
which is incorporated herein in its entirety by reference.

BACKGROUND

1. Field

Apparatuses and methods consistent with exemplary
embodiments relate to indoor surveillance.

2. Description of the Related Art

As the number of people and vehicles continuously
increases in modern society, various incidents between
people and vehicles are also increasing. Accordingly, video
surveillance systems have been introduced and applied to
various fields such as indoor/outdoor space security surveil-
lance, traffic security surveillance, and the like. Video sur-
veillance systems are used to detect/recognize/pursue sus-
picious objects and ascertain behaviors of suspicious
objects. However, related art video surveillance systems
make surveillance personnel watch many monitors simulta-
neously and for a long time.

There is a need, therefore, for an intelligent video sur-
veillance system. Since an intelligent video surveillance
system automatically recognizes an abnormal event in a
monitored region and informs surveillance personnel of an
abnormal event, the intelligent video surveillance system is
more effectively operated.

SUMMARY

Video surveillance systems use only visual elements, and
thus, the reliability in determining an event occurrence in a
region of interest may decrease. One or more exemplary
embodiments provide a reliable surveillance system by
fusing information about images with information about
sound.

According to an aspect of an exemplary embodiment,
there is provided a surveillance system including: an audio
processing device which extracts an audio feature of an
audio signal, and determines whether an abnormal event has
occurred in a monitoring region, based on the audio feature;
a video processing device which extracts a foreground
region from a video signal, and determines whether an
abnormal event has occurred in the monitoring region, based
on motion information of the foreground region; and a
context awareness device which calculates an audio abnor-
mal probability and a video abnormal probability by respec-
tively accumulating results of abnormal event occurrence/
non-occurrence determinations performed on audio signals
and results of abnormal event occurrence/non-occurrence
determinations performed on video signals for a certain
period of time, and finally determines whether an abnormal
situation has occurred in the monitoring region, by using
respective combined probability distribution models for a
normal situation and the abnormal situation.

The video processing device may include an indoor
surveillance system including a foreground detection unit
which predicts a foreground pixel based on foreground
region information and motion information extracted from a
video frame and performs validation on the predicted fore-
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ground pixel based on a texture feature so as to extract a
foreground BLLOB; and an event detection unit which clas-
sifies the video frame based on the motion information, and
determines whether an abnormal event has occurred in a
monitoring region, based on results of classifications of a
certain number of video frames.

The foreground detection unit may include: a background
separation unit which predicts a foreground region from the
video frame by separating a background pixel from a
foreground pixel; a motion extraction unit which extracts a
motion vector of each pixel from the video frame; a prob-
ability calculation unit which extracts a texture feature of
each pixel by using a correlation between a reference
background frame and the video frame, and calculates a
foreground pixel probability for each pixel from a texture
feature histogram; and a foreground determination unit
which compares a foreground pixel probability of a pixel
predicted as a foreground from the predicted foreground
region and a region having a motion vector equal to or
greater than a predetermined value with a threshold value,
and determines the predicted pixel to be a foreground pixel
if the foreground pixel probability is equal to or greater than
the threshold value.

The foreground detection unit may adjust the foreground
pixel probability by using foreground BLOB information of
a previous video frame and determine, to be a foreground
pixel, a pixel of which the adjusted foreground pixel prob-
ability is equal to or greater than the threshold value.

The indoor surveillance system may further include a
post-processing unit which removes a reflector from a
detected foreground region by using a bottom surface model
of the monitoring region.

The event detection unit may include: an object classifi-
cation unit which determines whether an object in the
foreground BLOB is a human being, based on information
about a size and location of the foreground BLOB, and
classifies a foreground BLOB determined to be a human
being into a group of people or an individual person, based
on information about a shape and location of the foreground
BLOB; a number-of-people prediction unit which predicts a
number of people in the video frame based on a result of the
foreground BLOB classification; a frame classifier which
classifies the video frame based on a number of foreground
BLOBs, the number of people in the video frame, an average
motion size of the foreground BLOB, and a degree of
consistency of motion directions in the foreground BLOB;
and an event determination unit which determines that an
abnormal event has occurred in the monitoring region, if a
ratio of a number of times an abnormal frame is classified
among the certain number of video frames to a total number
of times the classifications is equal to and greater than a first
threshold value.

The frame classifier may classify the video frame into the
abnormal frame if the number of foreground BLOBs in the
video frame is equal to or greater than 1, the predicted
number of people in the video frame is equal to or greater
than 2, an average motion size of the foreground BLOB is
equal to or greater than a second threshold value, and the
degree of consistency of the motion directions is less than or
equal to a third threshold value.

The event detection unit may further include a door state
detection unit which detects a door-opened/closed state of
the monitoring region. The number-of-people prediction
unit may predict the number of people in consideration of
the door-opened/closed state.
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The door state detection unit may detect the door-opened/
closed state based on the number of foreground pixels in an
upper region of a door.

The audio processing device may include: a feature
extraction unit which generates an audio frame from the
audio signal and extracts the audio feature from the audio
frame; a probability estimation unit which calculates a
likelihood between the extracted audio feature and each
audio model, and selects an audio model having a highest
likelihood; an audio classifier which classifies the audio
frame according to a hierarchical approach method; and an
event determination unit which determines that the abnormal
event has occurred in the monitoring region, if a ratio of a
number of times the audio frame is classified into the
abnormal event to a total number of times the classification
is performed by the audio classifier for a certain period of
time is equal to and greater than a threshold value.

If energy of the audio frame is less than a threshold value,
the audio classifier classifies the audio frame into a normal
event, and, if the energy of the audio frame is greater than
the threshold value, the audio classifier classifies the audio
frame into a normal event or the abnormal event.

According to an aspect of another exemplary embodi-
ment, there is provided an indoor surveillance method
including: extracting an audio feature of an audio signal, and
determining whether an abnormal event has occurred in a
monitoring region, based on the audio feature; extracting a
foreground region from a video signal, and determining
whether an abnormal event has occurred in the monitoring
region, based on motion information of the foreground
region; and calculating an audio abnormal probability and a
video abnormal probability by respectively accumulating
results of abnormal event occurrence/non-occurrence deter-
minations performed on audio signals and results of abnor-
mal event occurrence/non-occurrence determinations per-
formed on video signals for a certain period of time, and
finally determining whether an abnormal situation has
occurred in the monitoring region, by using respective
combined probability distribution models for a normal situ-
ation and the abnormal situation.

The determination of abnormal event occurrence/non-
occurrence with respect to the video signal may include:
predicting a foreground pixel based on foreground region
information and motion information extracted from a video
frame and performing validation on the predicted fore-
ground pixel based on a texture feature so as to extract a
foreground BLOB; classifying the video frame based on the
motion information; and determining whether an abnormal
event has occurred in a monitoring region, based on results
of classifications of a certain number of video frames.

The extracting of the foreground BLOB may include:
separating a background pixel and a foreground pixel of the
video frame; extracting a motion vector of each pixel from
the video frame; extracting a texture feature of each pixel by
using a correlation between a reference background frame
and the video frame and calculating a foreground pixel
probability for each pixel from a texture feature histogram;
and comparing a foreground pixel probability of a pixel
predicted as a foreground from the predicted foreground
region and a region having a motion vector equal to or
greater than a predetermined value with a threshold value,
and determining the predicted pixel to be a foreground pixel
if the product is equal to or greater than the threshold value.

The indoor surveillance method may further include
adjusting the foreground pixel probability by using fore-
ground BLOB information of a previous video frame and
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determining, to be a foreground pixel, a pixel of which the
adjusted foreground pixel probability is equal to or greater
than the threshold value.

The indoor surveillance method may further include
removing a reflector from a detected foreground region by
using a bottom surface model of the monitoring region.

The determination of abnormal event occurrence/non-
occurrence with respect to the video signal may include:
determining whether an object in the foreground BLOB is a
human being, based on information about a size and location
of the foreground BLOB, and classifying a foreground
BLOB determined to be a human being into a group of
people or an individual person, based on information about
a shape and location of the foreground BLOB; predicting the
number of people in the video frame based on a result of the
foreground BLOB classification; classifying the video frame
based on a number of foreground BLOBs, a number of
people in the video frame, an average motion size of the
foreground BLOB, and a degree of consistency of motion
directions in the foreground BLOB; and determining that an
abnormal event has occurred in the monitoring region, if a
ratio of a number of times an abnormal frame is classified
among the certain number of video frames to a total number
of times the classifications is equal to and greater than a first
threshold value.

The classifying of the video frame may include classify-
ing the video frame into the abnormal frame if the number
of foreground BLOBs in the video frame is equal to or
greater than 1, the predicted number of people in the video
frame is equal to or greater than 2, the average motion size
of the foreground BLOB is equal to or greater than a second
threshold value, and the degree of consistency of the motion
directions is less than or equal to a third threshold value.

The indoor surveillance method may further include
detecting a door-opened/closed state of the monitoring
region. The predicting of the number of people may include
predicting the number of people in consideration of the
door-opened/closed state. The door-opened/closed state may
be detected based on the number of foreground pixels in an
upper region of a door.

The determining of abnormal event occurrence/non-oc-
currence with respect to the audio signal may include:
generating an audio frame from the audio signal and extract-
ing the audio feature from the audio frame; calculating a
likelihood between the extracted audio feature and each
audio model and selecting an audio model having a highest
likelihood; classitying the audio frame according to a hier-
archical approach method; and determining that the abnor-
mal event has occurred in the monitoring region, if a ratio of
a number of times the audio frame is classified into the
abnormal event to a total number of times the classification
is performed by the audio classifier for a certain period of
time is equal to and greater than a threshold value.

In the classifying of the audio frame, if energy of the
audio frame is less than a threshold value, the audio frame
may be classified into a normal event, and if the energy of
the audio frame is greater than the threshold value, the audio
frame may be classified into a normal event or an abnormal
event.

The present invention may provide a stable, efficient
surveillance system by detecting abnormal events by fusing
video information with audio information.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other aspects will become more apparent
by describing in detail exemplary embodiments thereof with
reference to the attached drawings in which:
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FIG. 1is a block diagram of an indoor surveillance system
according to an exemplary embodiment;

FIG. 2 is a flowchart of a monitoring method of the indoor
surveillance system illustrated in FIG. 1, according to an
exemplary embodiment;

FIGS. 3A and 3B illustrate combined probability distri-
bution models according to an exemplary embodiment;

FIG. 4 is a block diagram of an audio processing device
included in the indoor surveillance system illustrated in FIG.
1 according to exemplary an embodiment;

FIG. 5 is a flowchart of an operation of the audio
processing device illustrated in FIG. 4, according to an
exemplary embodiment;

FIG. 6 is a view for explaining an audio frame generating
method according to an exemplary embodiment;

FIG. 7 is a block diagram for explaining an audio feature
estimating method according to an exemplary embodiment;

FIG. 8 is a diagram for explaining a method of determin-
ing occurrence or non-occurrence of an abnormal event in
the audio processing device, according to an exemplary
embodiment;

FIG. 9 is a diagram for explaining a method of determin-
ing occurrence or non-occurrence of an abnormal event in
the audio processing device, according to another exemplary
embodiment;

FIG. 10 is a block diagram of a video processing device
included in the indoor surveillance system illustrated in FIG.
1, according to an exemplary embodiment;

FIGS. 11 and 12 are flowcharts of an operation of the
video processing device illustrated in FIG. 10 according to
an exemplary embodiment;

FIG. 13 is a diagram for explaining a background sepa-
rating method according to an exemplary embodiment;

FIG. 14 is a diagram for explaining a method of extracting
a texture feature, according to an exemplary embodiment;

FIGS. 15A and 15B illustrate a foreground texture feature
histogram and a background texture feature histogram,
respectively, generated according to an exemplary embodi-
ment;

FIG. 16 is a view showing motion vectors extracted from
a foreground binary large object (BLOB) according to an
exemplary embodiment;

FIG. 17 is a block diagram of an event detection unit of
the video processing device of FIG. 10, according to an
exemplary embodiment;

FIG. 18 is a flowchart of an operation of the event
detection unit illustrated in FIG. 17, according to an exem-
plary embodiment;

FIGS. 19A,19B, 19C, and 19D illustrate an original video
frame, a foreground video frame detected from the original
video frame, a horizontal projection extracted from the
foreground video frame, and a vertical projection extracted
from the foreground video frame, respectively, according to
exemplary embodiments;

FIG. 20 is a flowchart of an operation of a frame classifier
of the event detection unit of FIG. 17, according to an
exemplary embodiment;

FIG. 21 is a block diagram of an event detection unit of
the video processing device of FIG. 10, according to another
exemplary embodiment;

FIG. 22 is a flowchart of an operation of the event
detection unit illustrated in FIG. 21, according to an exem-
plary embodiment; and

FIGS. 23 A and 23B illustrate an upper region correspond-
ing to %5 of the region of a door in a door-opened state and
that in a door-closed state, respectively, according to an
exemplary embodiment.
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DETAILED DESCRIPTION OF THE
EXEMPLARY EMBODIMENTS

Hereinafter, exemplary embodiments will be described
more fully with reference to the accompanying drawings.

Audio information, which is an auditory element, is not
affected by an illumination change, a shadow, and the like,
which have been pointed out as weak points of existing
video surveillance systems. In particular, surveillance of
indoor environments is advantageous to obtain audio infor-
mation. The exemplary embodiments provide an environ-
mentally-strong, good-performance indoor surveillance sys-
tem that uses an audio signal and a video signal according
to an information combination model.

FIG. 1 is a block diagram of an indoor surveillance system
1 according to an exemplary embodiment. FIG. 2 is a
flowchart of a surveillance method of the indoor surveillance
system 1 of FIG. 1, according to an exemplary embodiment.

Indoor surveillance technology based on a video signal is
affected by an illumination. In a low-illumination environ-
ment, object detection is difficult, leading to a low detection
rate. In an environment where illumination severely
changes, like door opening or closing, an object false-
detection rate increases. When a wall surface or the like is
a reflective surface, the rate of false detection is high. In
indoor surveillance technology based on audio signals,
detection of abnormal activity generating no audio informa-
tion is difficult for some reasons such as covering the mouth
and a limitation in microphone performance. Moreover,
audio information is not enough to accurately ascertain
indoor conditions, such as the number of people and door
opening or closing. Accordingly, the indoor surveillance
system 1 may improve accuracy of context awareness by
improving a monitoring function using both audio informa-
tion and video information.

The indoor surveillance system 1 may monitor enclosed
and desolate spaces such as the inside of elevators, stairs,
underground parking lots, senior citizens centers, play-
grounds, and trails around apartments or buildings. Refer-
ring to FIG. 1, the indoor surveillance system 1 includes a
sensor 10, an input device 40, an audio processing device 50,
avideo processing device 60, a context awareness device 70,
and an output device 80.

The sensor 10 includes an audio sensor 20 and a video
sensor 30. The audio sensor 20 collects audio signals gen-
erated in a monitoring region, in operation S21. In operation
S31, the video sensor 30 captures an image of the monitor-
ing region by using a digital and/or analog camera. The
audio sensor 20 and the video sensor 30 may be installed
separately from each other, or may be integrally formed with
each other. For example, the audio sensor 20 may be built in
the video sensor 30. At least one audio sensor 20 and at least
one video sensor 30 may be distributed and arranged accord-
ing to a situation in the monitoring region.

The input device 40 receives an audio signal from the
audio sensor 20 and stores the audio signal at a predeter-
mined sampling rate. The input device 40 also receives a
video signal from the video sensor 30 at a predetermined
frame rate. The audio signal and the video signal need to be
synchronized with each other, because they have different
input cycles. To this end, the input device 40 outputs the
audio signal and the video signal to the audio processing
device 50 and the video processing device 60, respectively,
at regular intervals, in operation S41.

In operation S51, the audio processing device 50 deter-
mines whether an abnormal event has occurred in the
monitoring region, by performing extraction of features of
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the audio signal and audio class recognition. The audio
processing device 50 generates an audio frame of a prede-
termined time unit from the audio signal and extracts an
audio feature from the audio frame. Next, the audio pro-
cessing device 50 classifies the audio frame. The audio
processing device 50 identifies the classified audio frame as
a normal or abnormal event. The audio processing device 50
determines whether an abnormal event has occurred, based
on the number of times an abnormal event has occurred for
a certain period of time.

In operation S61, the video processing device 60 deter-
mines whether an abnormal event has occurred in the
monitoring region, by performing foreground detection and
motion information extraction. The video processing device
60 detects a foreground in units of frames by using a
background subtraction algorithm and an optical flow tech-
nique, and identifies a video frame as a normal or abnormal
event via foreground analysis. The video processing device
60 determines whether an abnormal event has occurred,
based on the number of times an abnormal event has
occurred for a certain period of time.

In operation S71, the context awareness device 70 finally
determines whether an abnormal situation has occurred in
the monitoring region, based on results of the abnormal
event occurrence/non-occurrence determinations that are
periodically received from the audio processing device 50
and the video processing device 60. The context awareness
device 70 calculates an audio abnormal probability P, and a
video abnormal probability P, by accumulating the results
of the abnormal event occurrence/non-occurrence determi-
nations from the audio processing device 50 and the video
processing device 60 for a certain period of time. The audio
abnormal probability P, corresponds to the number of times
it is determined that an abnormal event has occurred out of
the number of abnormal event occurrence/non-occurrence
determination results received from the audio processing
device 50 for a certain period of time. The video abnormal
probability P, corresponds to the number of times it is
determined that an abnormal event has occurred out of the
number of abnormal event occurrence/non-occurrence
determination results received from the video processing
device 60 for a certain period of time.

The context awareness device 70 includes respective
pre-generated combined probability distribution models for
a normal situation and an abnormal situation. FIGS. 3A and
3B illustrate combined probability distribution models
according to an exemplary embodiment. FIG. 3A illustrates
a distribution of the audio abnormal probability P, and the
video abnormal probability P,-in a normal situation. FIG. 3B
illustrates a distribution of the audio abnormal probability
P, and the video abnormal probability P, in an abnormal
situation. Based on results of the abnormal event occur-
rence/non-occurrence determinations that are periodically
received from the audio processing device 50 and the video
processing device 60, the context awareness device 70
calculates a combined probability of the audio abnormal
probability P, and the video abnormal probability P, with
regard to each of the normal and abnormal situations from
the respective combined probability distribution models for
the normal and abnormal situations. When a ratio between
the combined probabilities for the normal and abnormal
situations is greater than a threshold value T, the context
awareness device 70 finally determines that an abnormal
situation has occurred. On the other hand, when the ratio
between the combined probabilities for the normal and
abnormal situation is equal to or less than the threshold value
T, the context awareness device 70 finally determines that an
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abnormal situation has not occurred. Expression (1)
expresses a method of determining whether an abnormal
situation has occurred, in which H, denotes a normal situ-
ation and H, denotes an abnormal situation. (P, P,) denotes
a combined probability of the audio abnormal probability P,
and the video abnormal probability P The threshold value
T denotes a ratio between P(H,) and P(H,) and may be set
by a user.

violence

pl(Pa, P HI] > (_p(Ho))
pl(Pa, Py) | Hol = T p(HD

norma

®

In operation S81, the output device 80 may include a
display and a speaker and may generate an alarm if it is
determined that an abnormal situation has occurred. The
display outputs video signals received via a plurality of
channels. A detected foreground region of an image dis-
played on the display may be marked with a box, and a user
may be warned by highlighting the edge or entire region of
an image of a channel determined to be an abnormal
situation. The speaker outputs audio signals received via a
plurality of channels. As for a sound of a channel determined
to be an abnormal situation, a warning sound may be output
via the speaker to warn the user.

FIG. 4 is a block diagram of the audio processing device
50 according to an exemplary embodiment. FIG. 5 is a
flowchart of an operation of the audio processing device 50
of FIG. 4, according to an exemplary embodiment.

The audio processing device 50 includes a feature extrac-
tion unit 501, an audio model database (DB) 502, a prob-
ability estimation unit 503, an audio classifier 505, and an
event determination unit 507.

In operation S511, the feature extraction unit 501 extracts
a feature from a received audio signal. According to an
exemplary embodiment, a Mel-frequency Cepstral Coeffi-
cients (MFCC) feature is used, which is a feature vector
extracted in a low frequency region in more detail than in a
high frequency region and is capable of being customized
via various parameters. Since an MFCC feature extracting
method is commonly used in the field of acoustic recogni-
tion technology, a detailed description thereof is omitted.
The MFCC feature comprises an MFCC feature and a Delta
feature corresponding to an MFCC variation over time
(hereinafter referred to as an MFCC feature). According to
an exemplary embodiment, a feature vector obtained by
combining a 20-dimension MFCC and a 20-dimension Delta
feature may be used.

FIG. 6 is a view for explaining an audio frame generating
method according to an exemplary embodiment. Referring
to FIG. 6, an audio frame is generated by applying a window
to an audio signal in order to extract an MFCC feature
vector. In an exemplary embodiment, as illustrated in FIG.
6, audio frames are generated using a window such that
adjacent audio frames partially overlap each other, whereby
the accuracy of event detection may be increased.

The audio model DB 502 includes models for various
audio events generated by training audio features by using a
Gaussian Mixture Model (GMM). The GMM is defined by
Equation (2), where k denotes the number of GMM mix-
tures, d denotes a dimensionality of a feature, x denotes a
feature vector, R, and m, denote a covariance matrix and a
mean, respectively, of an i-th GMM mixture, and o, denotes
a weighted value of the i-th GMM mixture.
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An audio feature extracted from audios of a training DB
of audio classes is trained with statistical values of a mean
and a variance. At this time, a GMM parameter is updated
using maximum likelihood (ML) criteria.

Referring back to FIG. 5, in operation S513, the prob-
ability estimation unit 503 calculates a likelihood between
an audio feature extracted from an audio frame and each
audio model of the audio model DB 502, and selects an
audio model having a highest likelihood according to the
ML criteria. FIG. 7 is a block diagram for explaining an
audio feature estimating method according to an exemplary
embodiment. Referring to FIG. 7, an MFCC feature vector
is extracted from an audio frame, and a likelihood between
the MFCC feature vector and each audio model of the audio
model DB 502 is calculated. An audio model k having a
maximum likelihood value is selected.

Referring back to FIG. 5, in operation S515, the audio
classifier 505 classifies an audio frame according to a
hierarchical approach method. Audio frames may be roughly
classified into two categories. Audio frames, such as scream-
ing, crying, normal conversations, and information com-
mentaries, may be classified into a vocal category, because
they are sounds coming out of the neck of a person.
Collisions, noise made by opening or closing a door, step-
ping sounds, sounds coming out of empty elevators, and
alarm bell sounds may be classified into a non-vocal cat-
egory. Vocal and non-vocal events are not limited to the
aforementioned items, but may be set variously according to
a system design. The classification of audio frames accord-
ing to a hierarchical approach method may contribute to
reduction of misrecognition between audio frames included
in the vocal and non-vocal categories. Audio frames classi-
fied into the vocal and non-vocal categories are identified as
normal events or abnormal events. An abnormal event is
defined as collision, screaming, crying, or the like, and a
normal event is defined as a conversation, a stepping sound,
noise made by opening and closing a door, silence, or the
like.

If an audio frame having larger energy than a general
normal situation is classified into an abnormal event, this
may be false detection of the audio frame as an abnormal
event on account of large energy even when the audio frame
is generated as a normal event. When an MFCC feature in
a frequency region is extracted and an audio frame is
classified, and the MFCC feature has a similar frequency
shape to abnormal sound, a normal situation may be mis-
recognized as an abnormal situation. Since the energy size of
an abnormal event cannot be smaller than that of a normal
event, an audio frame having small energy is classified into
a normal event, and thus, false detection of a normal event
as an abnormal event may be reduced. Accordingly, the
exemplary embodiment further includes an operation of
comparing the energy of an audio frame with a threshold
value, thereby classifying the audio frame. In other words,
when the energy of an audio frame is greater than the
threshold value, the audio frame may be classified into a
normal event or an abnormal event. On the other hand, when
the energy of the audio frame is smaller than the threshold
value, the audio frame may be classified into a normal event.

In operation S517, the event determination unit 507
accumulates results of classifications of a certain number of
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audio frames and determines whether an abnormal event has
occurred in the monitoring region, based on the accumulated
classification results.

FIG. 8 is a diagram for explaining a method of determin-
ing occurrence or non-occurrence of an abnormal event in
the audio processing device 50, according to an exemplary
embodiment. Referring to FIGS. 4 and 8, the event deter-
mination unit 507 receives and accumulates results of clas-
sifications of audio frames for a first period of time t1. The
event determination unit 507, according to Inequality (3)
below, determines that an abnormal event has occurred, if
the number of times an audio frame is classified into an
abnormal event out of the total number of times classifica-
tion is performed for a first period of time t1 is equal to and
greater than a threshold value Td. The event determination
unit 507 makes determinations Rel, Re2, and so forth as to
whether an abnormal event has occurred, at intervals of a
second period of time t2 (where t2<t1). For example, the
event determination unit 507 receives eight class-classifica-
tion results every 0.2 seconds (i.e., the second period of time
12) and performs an abnormal event occurrence/non-occur-
rence determination with respect to 40 class-classification
results accumulated for one second (i.e., the first period of
time t1) (Rel). The event determination unit 507 receives
another eight class-classification results after 0.2 seconds
and performs an abnormal event occurrence/non-occurrence
determination with respect to 32 previous class-classifica-
tion results and eight new class-classification results,
namely, 40 class-classification results (Re2).

number of times audio frame

®

is classified into abnormalevent

number of times classification of

audio frame is performed for period z1

FIG. 9 is a diagram for explaining a method of determin-
ing occurrence or non-occurrence of an abnormal event in
the audio processing device 50, according to another exem-
plary embodiment. Referring to FIGS. 4 and 9, the event
determination unit 507 determines whether an abnormal
event has occurred, at intervals of the second period of time
12 according to Inequality (3), and accumulates the deter-
mination results for a third period of time t3. The event
determination unit 507 finally determines that an abnormal
event has occurred, if the number of times it is determined
that an abnormal event has occurred out of the number m+1
of abnormal event occurrence/non-occurrence determina-
tions Rel, Re2, . . ., and Re(m+1) performed for the third
period of time t3 is equal to and greater than the threshold
value T, according to Inequality (4) below. The event
determination unit 507 makes final determinations Retl,
Ret2, and so forth as to whether an abnormal event has
occurred, at intervals of the second period of time t2. For
example, the event determination unit 507 accumulates
results of the abnormal event occurrence/non-occurrence
determinations Rel, Re2, and so forth made with respect to
40 class-classification results accumulated for the period of
time t1, for example, one second, as illustrated in FIG. 8,
performs the abnormal event occurrence/non-occurrence
determination 10 times for the third period of time t3, for
example, two seconds, and performs the final abnormal
event occurrence/non-occurrence determination Retl based
on the number of times it is determined that an abnormal
event has occurred out of the 10 abnormal event occurrence/
non-occurrence determinations, as illustrated in FIG. 9. The
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event determination unit 507 receives another eight classi-
fication results after 0.2 seconds and performs the final
abnormal event occurrence/non-occurrence determination
Ret2 with respect to results of 9 previous abnormal event
occurrence/non-occurrence determinations and a result of
one new abnormal event occurrence/non-occurrence deter-
mination.

)

number of times audio frame

is classified into abnormalevent

numberof times classification of

audio frame is performed for period 13

FIG. 10 is a block diagram of the video processing device
60 of FIG. 1, according to an exemplary embodiment. FIGS.
11 and 12 are flowcharts of an operation of the video
processing device 60 illustrated in FIG. 10, according to an
exemplary embodiment.

When the video processing device 60 receives a video
frame as illustrated in FIG. 11(a), it detects a foreground
region from each video frame as illustrated in FIG. 11(5).
The video processing device 60 detects a motion change
between adjacent video frames to extract a motion vector, as
illustrated in FIG. 11(¢). Next, the video processing device
60 determines whether an abnormal event has occurred, by
analyzing a behavior in the foreground region, as illustrated
in FIG. 11(d), and outputs a result of the determination for
each video frame as illustrated in FIG. 11(e).

Referring to FIG. 10, the video processing device 60
includes a foreground detection unit 601 and an event
detection unit 607.

The foreground detection unit 601 predicts a foreground
pixel based on foreground region information and motion
information extracted from a video frame, and performs
validation on a predicted foreground pixel based on a texture
feature, in order to extract a foreground region (hereinafter,
referred to as a foreground binary large object (BLOB)). The
foreground detection unit 601 includes a background sepa-
ration unit 602, a motion extraction unit 603, a probability
calculation unit 604, a foreground determination unit 605,
and a post-processing unit 606.

Referring to FIG. 12, in operation S611, the background
separation unit 602 extracts the foreground region informa-
tion from the video frame based on a background subtraction
algorithm, for example, GMM. When video frames are
consecutively input for a period T, as illustrated in FIG. 13,
the background separation unit 602 models a value of an
arbitrary pixel by using a mixture model formed of M
Gaussian distributions and separates a foreground pixel from
a background pixel by using the modeled pixel value.

If an arbitrary pixel value x measured at an arbitrary time
t from each of consecutive video frames follows a Gaussian
mixture distribution formed of M Gaussian distributions, the
Gaussian mixture distribution may be expressed as Equation
(5) below, where p denotes a probability, x denotes a pixel
value, BG denotes a pixel likely to be a background, FG
denotes a pixel likely to be a foreground, 1, and o, denote
a mean and a covariance matrix, respectively, of an m-th
Gaussian distribution, and =,, denotes a weighted value of
the m-th Gaussian distribution. X (={x, x"D, .., x“Dl
is a set of pixel values in video frames f received for the
period T, as illustrated in FIG. 13.
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PG| X7, BG + FG) = 3 tuN(Z, fh,ps )

m=1

A new video frame is input at a next time (t+1), and,
accordingly if given a new pixel value, the Gaussian mixture
distribution is recursively updated according Expressions
(6) through (8):

=, 400, O ,)

Q)

e

g ~ —_
Lo 0, O(@,) B,

M

5,248,240, a8, 78 -5, )
where 8, =x®—y_, o denotes a designated-by-user learning
parameter, and o,, has a value of 1 when an input pixel value
is closest to a distribution m and has a value of 0 when the
input pixel value is closer to another distribution. A Gaussian
distribution corresponding to a background has a large
weighted value and a small variance value, compared to a
Gaussian distribution corresponding to a foreground, and by
using that, respective weighted values of the M Gaussian
distributions are arranged in a descending order, and then B
Gaussian distributions that satisfy Equation (9) (where T
denotes a threshold value) are determined as Gaussian
distributions corresponding to a background. A distribution
finally corresponding to a background is expressed as Equa-
tion (10).

®

1=

3
l

B = argrr};in[ Rom > T]
B R (10)
x| X7, BG) = 3" 2N(x | s o5

m=1

In operation S612, the motion extraction unit 603 extracts
motion information from each pixel by calculating an optical
flow from consecutive video frames. The motion informa-
tion is a motion vector extracted using such as the Lucas-
Kanade method, and includes a motion size and a motion
direction.

In operation S613, the probability calculation unit 604
extracts a texture feature of each pixel by using a correlation
between a reference background frame and an input video
frame, and calculates a foreground pixel probability for each
pixel from a texture feature histogram. The foreground pixel
probability is a probability that a pixel is included in a
foreground. By using a texture feature, the current exem-
plary embodiments are strong against illumination changes.

As illustrated in FIG. 14, the probability calculation unit
604 extracts a first feature f,' and a second feature f
corresponding to the texture features of a pixel i, based on
the correlation between the input video frame and the
reference background frame and a difference between the
values of the pixel i and neighboring pixels. The first feature
f! is a normalized cross correlation (NCC) between the
input video frame and the reference background frame. The
second feature f” is a texture value.

When the value of the pixel i of the reference background
frame and that of the input video frame are m, and u,,
respectively, the texture feature f=[f;' f,?] of the pixel i is
defined as Equations (11) and (12), where w denotes a set of
pixels adjacent to the pixel i, u denotes a mean of the pixels
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adjacent to the pixel i in the input video frame, m denotes a
mean of the pixels adjacent to the pixel i in the reference
background frame.

Z (uj — wi)(mj —mi) (1

Jew;

Z wj—m) 3 (mj—m)?
=

f;2=\/_2 (u; — ;)" +\/Z (m; —m;)"
= jEw;

(12

The texture feature histogram is a foreground and back-
ground probability model generated by using a spatial
likelihood model (SLM) based on texture information. A
probability model may inspect the validity of a pixel
detected as a foreground, because it considers the depen-
dency between pixels. After a texture feature is extracted
from each pixel by training a video frame of the monitoring
region, a background texture feature histogram hgs(f,/x,)
and a foreground texture feature histogram h,;(f;lx,) are
calculated. FIGS. 15A and 15B are a foreground texture
feature histogram and a background texture feature histo-
gram, respectively, generated according to an exemplary
embodiment.

The probability calculation unit 604 calculates a fore-
ground pixel probability for each pixel, based on the texture
feature extracted from each pixel of the input frame, by
using the foreground texture feature histogram and the
background texture feature histogram.

Since a texture feature histogram generated by training is
limited to only a specific environment, the probability cal-
culation unit 604 updates the texture feature histogram by
using a result of final separation between a foreground and
a background in order to react to various environments,
according to Equations (13) and (14) where oz and o4
denote respective SLM learning rates of the foreground
texture feature histogram and the background texture feature
histogram, respectively, and b, denotes a bin of a histogram.
An SLM learning may be an online or offline SLM learning.
An online SLM learning of updating a texture feature
histogram by using a result of final separation between a
foreground and a background is easy to adapt to a new
foreground, compared to an offline SLM learning of sepa-
rating a foreground from a background by manually captur-
ing a monitoring region.

hpo(b)=0pchpe(b)+H(1-0g6) h*po(b)) (13)

hpo(b )=0pchpe(b )+H(1-0p6) h*ro(b))

In operation S614, the foreground determination unit 605
determines a foreground region by fusing the foreground
region information received from the background separation
unit 602, the motion information received from the motion
extraction unit 603, and the foreground pixel probability
received from the probability calculation unit 604.

The foreground determination unit 605 obtains all pixels
predicted as a foreground, by performing an OR operation
on a foreground region detected using the GMM and a
region detected using motion information calculated using
an optical flow. Moreover, the foreground determination unit
605 compares a foreground pixel probability p; for the
pixel predicted as a foreground with a threshold value, and
determines the predicted pixel to be a foreground pixel if the
product is equal to or greater than the threshold value, in
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operation S614. Equation (15) expresses a method of detect-
ing a foreground region by information fusion.

L if (Miemm v Di)- pra(fi | %) 2 T

0 otherwise

(15)
M; pmotion =

where M, ,, denotes the foreground region obtained using
the GMM, D denotes a region in which a motion size of a
motion vector obtained using an optical flow is equal to or
greater than a reference value, and T,, denotes the threshold
value. V denotes a logic OR operator.

The foreground determination unit 605 may detect a final
foreground region Mg,,, 2 from a current input video frame
by using foreground region information of a previous input
video frame as in Equation (16) in order to reduce an error
of non-detection of an object with a small motion.

(16)

o {1 i [(L = DM oion + AM{ |- pro(fi16) = Ty
i final =

otherwise

where M, .., denotes a foreground region detected from
the current input video frame in which information about the
previous input video frame is not reflected, and Mﬁnal("l)
denotes a final foreground region detected from the previous
input video frame. A denotes a mixed weight value. As A
approaches 1, a foreground probability is calculated by more
reflecting the information about the previous input video
frame. A final foreground probability is calculated by mul-
tiplying the foreground probability by values obtained by
applying a weighted value to respective pixels predicted as
a foreground on the previous and current input video frames.
If the final foreground probability is equal to or greater than
a threshold value T, the pixel predicted as a foreground is
determined to be a foreground pixel.

According to an exemplary embodiment, object region
detection strong against an environment of a monitoring
region may be obtained by further fusing texture feature
information, motion information, and previous frame infor-
mation in addition to the GMM technique.

In operation S615, the post-processing unit 606 may
remove noise by post-processing the foreground region. The
post-processing unit 606 may further use a morphological
image processing method to remove white noise or the like.
The post-processing unit 606 may increase the accuracy of
foreground region detection by removing a reflector gener-
ated by a reflective surface from the foreground region. For
example, when a reflective surface exists as in the inside of
an elevator, a foreground region not overlapping a bottom
surface is removed using a bottom surface model.

In operation S616, the event detection unit 607 performs
an abnormal event occurrence/non-occurrence determina-
tion in units of video frames, based on motion information
of the finally determined foreground region (hereinafter,
referred to as a ‘foreground BLOB’). If the number of times
an abnormal event has occurred for a certain period of time
is equal to or greater than a threshold value, it is determined
that an abnormal event has occurred. Motion information
used for event detection is motion information of the fore-
ground BLOB. When a motion vector of only the detected
foreground region of a video frame is used, a computational
cost may be reduced and the reliability of extracted motion
information may be increased, compared to when a motion
vector of the entire region of the video frame is used.
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Motion information is calculated from motion vectors for
a horizontal component and a vertical component extracted
in the motion extraction unit 603 by using such as the
Lucas-Kanade method. Equation (17) calculates a motion
size of the foreground BLOB, and Equation (18) calculates
a motion direction of the foreground BLOB. Equation (19)
is a histogram of motion directions in the foreground BLOB.

Mg (%) = \Y thori(x) +VE.(x), x€Rpg an
Viert 18
M ppase(x) = tan’l( v 8) X € Rec 1)

H@O= Y 1(Qphase(®) = D(i)) (19

xeRpg

FIG. 16 is a view showing motion vectors extracted from
a foreground BLOB according to an exemplary embodi-
ment. Referring to FIG. 16, a region surrounded with a bold
line is a detected foreground BLOB, and arrows in the
foreground BLOB indicate motion vectors.

FIG. 17 is a block diagram of the event detection unit 607
of the video processing device 60, according to an exem-
plary embodiment. FIG. 18 is a flowchart of an operation of
the event detection unit 607 illustrated in FIG. 17, according
to an exemplary embodiment.

Referring to FIG. 17, the event detection unit 607 includes
an object classification unit 621, a number-of-people pre-
diction unit 623, a frame classifier 625, and an event
determination unit 627.

In operation S631, the object classification unit 621
determines whether an object in the foreground BLOB is a
human being, based on information about a size and location
of the foreground BLOB. A foreground BLOB that has a
very small size or is detected at a place where people cannot
be is not determined to be a human being. In operation S632,
the object classification unit 621 determines whether a
foreground BLOB determined to be a human being is a
group of people or an individual person, based on a statis-
tical feature of the foreground BLOB. The statistical feature
represents a shape and location of the foreground BLOB. In
the current exemplary embodiments, first through thirteenth
parameters P1 through P13 that provide distinct geometric
information such as coordinates of a BLOB, a width thereof,
and a height of a BLOB box may be used as the statistical
feature as in Equation 20, where

N
1(i, j)
=

Pu(p =

i

denotes horizontal projection,

e

Py(D) 1G, )

.
I

denotes vertical projection, I denotes a binary foreground
video frame, N denotes the number of rows of a video frame,
M denotes the number of columns of the video frame, K
denotes the number of rows having values that are not 0, and
L denotes the number of columns having values that are not
0.
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FIGS.19A, 19B, 19C, and 19D illustrate an original video
frame, a foreground video frame detected from the original
video frame, a horizontal projection extracted from the
foreground video frame, and a vertical projection extracted
from the foreground video frame, respectively. The location
and shape of a foreground BLOB may be ascertained based
on the horizontal projection of FIG. 19C and the vertical
projection of FIG. 19D.

The object classification unit 621 determines whether the
foreground BLOB determined to be a human being is a
group of people or an individual person, by comparing a
statistical feature extracted from the foreground BLOB with
statistical information about an individual object and a group
object via the AdaBoost training method or the like.

In operation S635, the number-of-people prediction unit
623 may predict the number of people in the monitoring
region by using the number of foreground BLLOBs, an object
classification result, and the like. The number of people is
predicted per video frame, and a histogram in which the
numbers of people predicted for video frames are accumu-
lated is used. Since an abnormal event is likely to occur
when two or more people are in the monitoring region, it is
more important to find a case where there are two or more
people than to predict the exact number of people, and thus,
it is assumed that a foreground BLOB determined to be a
group includes two people.

In operation S637, the frame classifier 625 determines
whether a video frame is an abnormal frame, based on the
number of foreground BLOBs, the number of people in the
monitoring region, and motion information. The determina-
tion is performed in units of video frames. An abnormal
frame is a frame representing an abnormal event. The
abnormal event is defined as fighting between two people.
FIG. 20 is a flowchart of an operation of the frame classifier
625, according to an exemplary embodiment.

Referring to FIG. 20, the frame classifier 625 determines
whether the number of foreground BLLOBs is less than 1, in
operation S671. If the number of foreground BLOBs is less
than 1, it is determined that a video frame from which no
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foreground BLOBs are detected is a normal frame, in
operation S676. Accordingly, in an example of an elevator to
be described later, a video frame of an empty elevator may
be classified into a normal frame.

Next, in operation S672, when the number of foreground
BLOBs is equal to or greater than 1, the frame classifier 625
determines whether the number of people is less than 2. If
the number of people is less than 2, the frame classifier 625
determines whether the video frame is a normal frame, in
operation S676.

On the other hand, if the number of people is equal to or
greater than 2, the frame classifier 625 determines whether
a mean of motion sizes in the foreground BLOB (hereinafter,
referred to as an average motion size Mavg) is less than a
threshold value T, , in operation S673. If the average motion
size Mavg is less than the threshold value T,, the frame
classifier 625 determines that the video frame is a normal
frame, in operation S676. Since an abnormal event accom-
panies a big motion of a person, a big motion occurs in the
abnormal event. Accordingly, a frame in which the average
motion size Mavg of the foreground BLOB is less than the
threshold value T,, may be classified into a normal frame.
The threshold value T,, may be set differently according to
monitoring regions. For example, in the example of an
elevator to be described later, the threshold value T,, may be
set differently depending on the type of elevator. In other
words, abnormal frame performance may be controlled
since a motion limit is variable.

Finally, the frame classifier 625 determines the degree of
consistency between motion directions. In general, in nor-
mal situations, directions of motions are consistent accord-
ing to directions in which people move. For example, in the
example of an elevator to be described later, many motions
occur in a general situation where the door is open, because
people make motions while getting on or getting off the
elevator. However, motions of getting on and getting off the
elevator have consistent directionality according to direc-
tions in which people move. However, a motion generated
by assault or kidnapping has inconsistent directionality.
Accordingly, if the average motion size Mavg of the fore-
ground BLOB is equal to or greater than the threshold value
T, an abnormal frame determination unit 624 determines
whether a probability P_,, that a motion direction in the
foreground BLOB belongs to a motion direction range of a
reference normal situation is greater than a threshold value
T, in operation S674. If the probability P_, is greater than
the threshold value T, the frame classifier 625 classifies the
video frame into a normal frame, in operation S676. On the
other hand, when the probability P,_,, is less than or equal to
the threshold value T, the frame classifier 625 classifies the
video frame into an abnormal frame, in operation S675.

A motion size m and a motion direction 0 of a foreground
BLOB are expressed as Equations (21) and (22), respec-
tively, where (x,y) denotes the location of a pixel in the
foreground BLOB, and Vx and Vy denote a horizontal speed
component and a vertical speed component, respectively, in
an optical flow:

mx, y) = Ve, 92 + V(. )2 @D

22

Vy(x, y))

O(x, y) = arctan( Vo)

The average motion size Mavg of the foreground BLOB
is expressed as Equation (23), where R, denotes a fore-
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ground BLOB of each frame and N(Ry) denotes the number
of pixels in the foreground BLOB.

D, mbxy) @3

(x.y)eRp

Mpyg= ——75—
e N(Rp)

The probability P_,, that the motion direction of a fore-
ground BLOB belongs to the motion direction range of a
normal situation is expressed as Equation (24), where O,,,,
denotes an average direction, O,,, denotes a standard devia-
tion, and s(@®) denotes a comparison function.

5(0ag = Ogta < 002, 3) < Oprg + Og) @

(x,y)eRp

ori =

N(Rp)

Referring back to FIG. 18, in operation S639, the event
determination unit 627 determines whether an abnormal
event has occurred, by accumulating results of the frame
classifications performed by the frame classifier 625. The
determination as to whether an abnormal event has occurred
is expressed as Equation (25), where D, denotes an abnor-
mal event when a final detection result in an n-th frame is 1,
and denotes a normal event when the final detection result in
the n-th frame is 0. B,, denotes an abnormal frame when a
result of detection of an abnormal frame is 1, and denotes a
normal frame when the result of detection of an abnormal
frame is 0. Ti,, is a time parameter that denotes the number
of frames from a present point in time to a predetermined
past point in time. T is a sensitivity parameter that ranges
from O to 1. The event determination unit 627 determines
that an abnormal event has occurred, when the number of
times an abnormal frame has occurred over the time param-
eter Ti,, is greater than a threshold value Tj.

& (25)
L it =— > B,>Tk
D, = Tip n-Tip
0, otherwise

FIG. 21 is a block diagram of an event detection unit 607
of the video processing device 60 of FIG. 1, according to
another exemplary embodiment. FIG. 22 is a flowchart of an
operation of the event detection unit 607 of FIG. 21,
according to an exemplary embodiment.

The event detection unit 607 of FIG. 21 is different from
the event detection unit 607 of FIG. 17 in that a door state
detection unit 629 is further included. Since functions and
operations of the other components of the event detection
unit 607 of FIG. 21 are the same as those of FIG. 17,
repeated detailed descriptions are omitted. The event detec-
tion unit 607 of FIG. 17 may be applied to places where
there are no doors, such as a corridor, or indoor surveillance
systems in which a door is not an important variable. The
event detection unit 607 of FIG. 21 may be applied to indoor
surveillance systems in which an open/close state of a door
is an important variable. In elevators, many shadows and
reflectors are generated by wall surfaces, and inside illumi-
nation severely changes as the door is opened and closed
frequently. Accordingly, reflector removal and door state
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detection are needed. An example in which the event detec-
tion unit 607 of FIG. 21 is applied to an elevator will now
be described.

Referring to FIG. 21, the event detection unit 607 includes
an object classification unit 621, a number-of-people pre-
diction unit 623, a frame classifier 625, an event determi-
nation unit 627, and the door state detection unit 629.

In operation S651, the object classification unit 621
determines whether an object in the foreground BLOB is a
human being, based on information about a size and location
of the foreground BLOB. In operation S652, the object
classification unit 621 determines whether a foreground
BLOB determined to be a human being is a group of people
or an individual person, based on a statistical feature of the
foreground BLOB (e.g., information about a shape and
location of the foreground BLOB).

In operation S653, the door state detection unit 629
determines opening or closing of the door by using infor-
mation about the locations of the door and the floor ascer-
tained during calibration of a camera and based on the
number of foreground pixels included in an upper region
corresponding to 4 of the entire region of the door accord-
ing to Equation (26), where S,, denotes opening of the door
when a result of a door state detection performed on an n-th
frame is 1, and denotes closing of the door when the result
of the door state detection performed on the n-th frame is 0.
R, denotes the upper region corresponding to V4 of the entire
region of the door, and ZiéRDi denotes the number of pixels
included in the upper region R ,. T, denotes a threshold value
for door state determination.

> sthea(i) - Tr) @6
ieRp
if ———————— =T,
Sp=q ! i s
iezR:D
0, otherwise

S(x) is a comparison function, where x denotes a differ-
ence between a foreground pixel probability h.; and a
threshold value T.. A value of the comparison function S(x)
is calculated using Equation (27):

, x>0

1 @n
S0 _{0, x=0

FIGS. 23A and 23B illustrate the upper region R, corre-
sponding to Y4 of the entire region of a door when the door
is opened and when the door is closed, respectively, accord-
ing to an embodiment. Respective left images in FIGS. 23A
and 23B are original video frames, and respective right
images therein show results of door state detections.

In operation S655, the number-of-people prediction unit
623 may predict the number of people in the elevator by
using the number of foreground BLOBs, an object classifi-
cation result, a result of door state detection, and the like.
The number of people is predicted for each of frames
obtained from a door-opened point in time to a present point
in time, and a histogram showing an accumulation of the
results of the predictions is used. Since it is important to find
an event having 2 or more people riding on the elevator,
which is likely to be an abnormal event, criteria applied to
the prediction of the number of people are simplified to 0, 1,
2, and 3. At the moment when the door is opened, a current
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histogram is initialized, and a new histogram is generated.
The predicted number of people P, in an n-th frame may be
obtained using Equation (28). When the door is opened, an
index having a highest value in a histogram H,, is simply
selected as the predicted number of people P,. However,
when the door is closed, the number of people in the elevator
cannot be changed, and thus, an index x_ having the highest
histogram value at the moment when the door is closed is
selected as the predicted number of people P,. However,
when the index x_ is a wrongly predicted value and the
histogram value of a newly predicted index is greater than
that of the index x_ by at least a certain percentage, the
predicted number of people P, is updated even when the
door is closed. A method of predicting the number of people
per frame and a method of updating a histogram via the
predicted number of people may be expressed as Equations
(29) and (30), respectively, where o, denotes a weighted
value parameter having a value greater than 1, I, and G,
denote the number of individual objects and the number of
group objects, respectively, in the n-th frame, and C,, denotes
the number of people predicted from a foreground BLOB.

X if S, =0 and o, H,(x;) < max{H,(x)} (28)
Pn = .
{ argxem};,s; {Hp ()}, otherwise
Ho () +1, if C,=x (29)
Hy(x) = .
H,_1(x), otherwise
(30)

I, +2G,, if ¢, <3
C, =

3, otherwise

In operation S657, the frame classifier 625 determines
whether a video frame is an abnormal frame, based on the
number of foreground BLOBs, the number of people in the
monitoring region, and motion information. The determina-
tion is performed in units of frames. An abnormal frame is
a frame representing an abnormal event. The abnormal event
is defined as fighting between two people. An event where
an elevator is empty, an event where people stand up in the
elevator, or an event where people get on or get off the
elevator is defined as a normal event. An operation of the
frame classifier 625 is the same as the operation illustrated
in FIG. 20, so a detailed description thereof is omitted.

In operation S659, the event determination unit 627
determines whether an abnormal event has occurred, by
accumulating results of frame classifications performed by
the frame classifier 625.

In the above-described exemplary embodiments, features
of three levels are extracted from image data acquired to
detect an abnormal event in an elevator. A low-level feature
is extracted from an input image, like detection of an object
region, extraction of a motion vector, and the like, and a
mid-level feature, such as the number of people in an
elevator and the moving direction and speed of the people,
is extracted based on the extracted low-level feature. Finally,
normal/abnormal frame information corresponding to a
high-level feature is extracted based on the mid-level fea-
ture, and an abnormal event is detected according to the
frequency of generation of an abnormal frame.

Up to now, the inventive concept has been described by
referring to exemplary embodiments. While exemplary
embodiments have been particularly shown and described, it
will be understood by those of ordinary skill in the art that
various changes in form and details may be made therein
without departing from the spirit and scope of the inventive
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concept as defined by the appended claims. Therefore, the
exemplary embodiments should be considered in descriptive
sense only and not for purposes of limitation. Therefore, the
scope of the inventive concept is defined not by the detailed
description of exemplary embodiments, but by the appended
claims, and all differences within the scope will be construed
as being included in the inventive concept.

What is claimed is:

1. A surveillance system comprising at least one processor

to implement:

a foreground detection unit which predicts a foreground
pixel based on foreground region information and
motion information extracted from a video frame and
performs validation on the predicted foreground pixel
based on a texture feature so as to extract a foreground
region; and

an event detection unit which classifies the video frame
based on the motion information, and determines
whether an abnormal event has occurred in a monitor-
ing region, based on results of classifications of a
certain number of video frames,

wherein the event detection unit comprises:
an object classification unit which determines whether

an object in the foreground region is a human being,
based on information about a size and location of the
foreground region, and classifies a foreground region
determined to be a human being into a group of
people or an individual person, based on information
about a shape and location of the foreground region;

a number-of-people prediction unit which predicts a
number of people in the video frame based on a
result of classification of the foreground region;

a frame classifier which classifies the video frame
based on a number of foreground regions, the num-
ber of people in the video frame, an average motion
size of the foreground region, and a degree of
consistency of motion directions in the foreground
region; and

an event determination unit which determines that an
abnormal event has occurred in the monitoring
region, if a ratio of a number of times an abnormal
frame is classified among the certain number of
video frames to a total number of times of the
classifications is equal to and greater than a first
threshold value.

2. The surveillance system of claim 1, wherein the fore-

ground detection unit comprises:

a background separation unit which predicts the fore-
ground region from the video frame by separating a
background pixel from a foreground pixel;

a motion extraction unit which extracts a motion vector of
each pixel from the video frame;

a probability calculation unit which extracts a texture
feature of each pixel by using a correlation between a
reference background frame and the video frame, and
calculates a foreground pixel probability for each pixel
from a texture feature histogram; and

a foreground determination unit which compares a fore-
ground pixel probability of a pixel predicted as a
foreground from the predicted foreground region and a
region having a motion vector equal to or greater than
a predetermined value with a threshold value, and
determines the predicted pixel to be a foreground pixel
if the foreground pixel probability is equal to or greater
than the threshold value.

3. The surveillance system of claim 2, wherein the fore-

ground detection unit adjusts the foreground pixel probabil-
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ity by using foreground region information of a previous
video frame and determines, to be a foreground pixel, a pixel
of which the adjusted foreground pixel probability is equal
to or greater than the threshold value.

4. The surveillance system of claim 3, wherein a reflector
is removed from the foreground region by using a bottom
surface model of the monitoring region.

5. The surveillance system of claim 1, wherein the frame
classifier classifies the video frame into the abnormal frame
if the number of foreground regions in the video frame is
equal to or greater than 1, the predicted number of people in
the video frame is equal to or greater than 2, an average
motion size of the foreground region is equal to or greater
than a second threshold value, and the degree of consistency
of the motion directions is less than or equal to a third
threshold value.

6. The surveillance system of claim 1, wherein the at least
one processor further implements a door state detection unit
which detects a door-opened/closed state of the monitoring
region, and

wherein the number-of-people prediction unit predicts the
number of people in consideration of the door-opened/
closed state.

7. The surveillance system of claim 6, wherein the door
state detection unit detects the door-opened/closed state
based on a number of foreground pixels in an upper region
of a door.

8. The surveillance system of claim 1, wherein the at least
one processor further implements:

an audio processing device which extracts an audio fea-
ture of an audio signal, and determines whether the
abnormal event has occurred in the monitoring region,
based on the audio feature; and

a context awareness device which calculates an audio
abnormal probability and a video abnormal probability
by respectively accumulating results of abnormal event
occurrence/non-occurrence determinations performed
on audio signals and results of abnormal event occur-
rence/non-occurrence determinations performed on
video frames for a certain period of time, and finally
determines whether an abnormal situation has occurred
in the monitoring region, by using respective combined
probability distribution models for a normal situation
and the abnormal situation.

9. The surveillance system of claim 8, wherein the audio

processing device comprises:

a feature extraction unit which generates an audio frame
from the audio signal and extracts the audio feature
from the audio frame;

a probability estimation unit which calculates a likelihood
between the extracted audio feature and each audio
model, and selects an audio model having a highest
likelihood;

an audio classifier which classifies the audio frame
according to a hierarchical approach method; and

an event determination unit which determines that the
abnormal event has occurred in the monitoring region,
if a ratio of a number of times the audio frame is
classified into the abnormal event to a total number of
times the classification is performed by the audio
classifier for a certain period of time is equal to and
greater than a threshold value.

10. The surveillance system of claim 9, wherein, if energy
of the audio frame is less than a threshold value, the audio
classifier classifies the audio frame into a normal event, and,
if the energy of the audio frame is greater than the threshold
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value, the audio classifier classifies the audio frame into a
normal event or the abnormal event.

11. A surveillance method comprising:

predicting a foreground pixel based on foreground region

information and motion information extracted from a
video frame and performing validation on the predicted
foreground pixel based on a texture feature so as to
extract a foreground region;

classifying the video frame based on the motion informa-

tion; and

determining whether an abnormal event has occurred in a

monitoring region, based on results of classifications of

a certain number of video frames,

wherein the determining whether an abnormal event has

occurred comprises:

determining whether an object in the foreground region
is a human being, based on information about a size
and location of the foreground region, and classify-
ing a foreground region determined to be a human
being into a group of people or an individual person,
based on information about a shape and location of
the foreground region;

predicting the number of people in the video frame
based on a result of classification of the foreground
region;

classifying the video frame based on a number of
foreground regions, a number of people in the video
frame, an average motion size of the foreground
region, and a degree of consistency of motion direc-
tions in the foreground region; and

determining that an abnormal event has occurred in the
monitoring region, if a ratio of a number of times an
abnormal frame is classified among the certain num-
ber of video frames to a total number of times of the
classifications is equal to and greater than a first
threshold value.

12. The surveillance method of claim 11, wherein the
extracting of the foreground region comprises:

separating a background pixel and a foreground pixel of

the video frame;

extracting a motion vector of each pixel from the video

frame; extracting a texture feature of each pixel by
using a correlation between a reference background
frame and the video frame and calculating a foreground
pixel probability for each pixel from a texture feature
histogram; and

comparing a foreground pixel probability of a pixel

predicted as a foreground from a predicted foreground
region and a region having a motion vector equal to or
greater than a predetermined value with a threshold
value, and determining the predicted pixel to be a
foreground pixel if the product is equal to or greater
than the threshold value.

13. The surveillance method of claim 12, further com-
prising adjusting the foreground pixel probability by using
foreground region information of a previous video frame
and determining, to be a foreground pixel, a pixel of which
the adjusted foreground pixel probability is equal to or
greater than the threshold value.
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14. The surveillance method of claim 13, further com-
prising removing a reflector from the foreground region by
using a bottom surface model of the monitoring region.

15. The surveillance method of claim 11, wherein the
classifying of the video frame comprises classifying the
video frame into the abnormal frame if the number of
foreground regions in the video frame is equal to or greater
than 1, the predicted number of people in the video frame is
equal to or greater than 2, the average motion size of the
foreground region is equal to or greater than a second
threshold value, and the degree of consistency of the motion
directions is less than or equal to a third threshold value.

16. The surveillance method of claim 11, further com-
prising detecting a door-opened/closed state of the monitor-
ing region, and

wherein the predicting of the number of people comprises

predicting the number of people in consideration of the
door-opened/closed state.
17. The surveillance method of claim 16, wherein the
door-opened/closed state is detected based on a number of
foreground pixels in an upper region of a door.
18. The surveillance method of claim 11, further com-
prising:
extracting an audio feature of an audio signal, and deter-
mining whether the abnormal event has occurred in the
monitoring region, based on the audio feature; and

calculating an audio abnormal probability and a video
abnormal probability by respectively accumulating
results of the abnormal event occurrence/non-occur-
rence determinations performed on audio signals and
results of abnormal event occurrence/non-occurrence
determinations performed on video frames for a certain
period of time, and finally determining whether an
abnormal situation has occurred in the monitoring
region, by using respective combined probability dis-
tribution models for a normal situation and the abnor-
mal situation.
19. The surveillance method of claim 18, wherein the
determining whether an abnormal event has occurred on the
audio signal comprises:
generating an audio frame from the audio signal and
extracting the audio feature from the audio frame;

calculating a likelihood between the extracted audio fea-
ture and each audio model and selecting an audio
model having a highest likelihood;

classifying the audio frame according to a hierarchical

approach method; and

determining that the abnormal event has occurred in the

monitoring region, if a ratio of a number of times the
audio frame is classified into the abnormal event to a
total number of times the classification is performed by
an audio classifier for a certain period of time is equal
to and greater than a threshold value.

20. The surveillance method of claim 19, wherein, in the
classifying of the audio frame, if energy of the audio frame
is less than a threshold value, the audio frame is classified
into a normal event, and if the energy of the audio frame is
greater than the threshold value, the audio frame is classified
into a normal event or an abnormal event.
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